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Abstract— Many practical problems can be solved by being
formulated as time-varying quadratic programing (TVQP) prob-
lems. In this paper, a novel power-type varying-parameter
recurrent neural network (VPNN) is proposed and analyzed to
effectively solve the resulting TVQP problems, as well as the orig-
inal practical problems. For a clear understanding, we introduce
this model from three aspects: design, analysis, and applications.
Specifically, the reason why and the method we use to design
this neural network model for solving online TVQP problems
subject to time-varying linear equality/inequality are described
in detail. The theoretical analysis confirms that when activated
by six commonly used activation functions, VPNN achieves a
superexponential convergence rate. In contrast to the traditional
zeroing neural network with fixed design parameters, the pro-
posed VPNN has better convergence performance. Comparative
simulations with state-of-the-art methods confirm the advantages
of VPNN. Furthermore, the application of VPNN to a robot
motion planning problem verifies the feasibility, applicability, and
efficiency of the proposed method.

Index Terms— Convergence, dynamic programing, quadratic
programing (QP), recurrent neural network (RNN), time-varying
problem.

I. INTRODUCTION

T IME-VARYING quadratic programing (TVQP) problems
have been widely studied for decades. In this paper,

three Subtopics related to why and how to exploit a new
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method to handle TVQP problems are proposed and discussed.
Specifically, starting from the TVQP problem itself, the train-
of-thought behind different methods for solving this problem
will be discussed in Section I-A. Furthermore, to compensate
for the shortcomings of the traditional methods, a novel model
is proposed, and the design idea is analyzed in Section I-B.
Moreover, to implicitly consider the proposed model for
practical applications, Section I-C provides an overview of
the related works and offers a method for the proposed neural
model to solve kinematic problems of robots.

A. Subtopic 1: TVQP Problems Solving

The origin of quadratic programing (QP) can be traced to
the 1950s when H. W. Kuhn and A. W. Tucker redesigned
the optimal conditions of nonlinear problems. In recent years,
as computers have become more efficient, the global opti-
mization of heuristic algorithms and large-scale problems has
become increasingly popular; thus, numerous practical opti-
mization problems in industrial scenarios have been described
as QP problems [1]–[3]. For some problems which emphasize
high accuracy and dynamic impact [4], for example, robot
motion planning [5]–[10], optimal controller design [11], [12],
and electric power dispatching [13], [14], the impact of time
factors should be earnestly considered [15], [16]. Therefore,
we must find ways to describe and solve such TVQP problems.

TVQP problems can be handled in several ways. The
traditional approaches include the interior point method,
the conjugate gradient method, and an active set method.
Schochetman et al. [17] first proved the existence of a solution
for TVQP problems, i.e., if the eigenvalues of the cost matrices
of the TVQP are bounded from zero, then there must exist a
unique solution. On the basis of this property, some numerical
algorithms [18], in which the minimal arithmetic operations
are typically proportional to the dimension of the cube of
the Hessian matrix [O(n3)], were proposed to solve TVQP
problems. A numerical method named E47, which is based on
the linear variational equation, was proposed in [19] to solve
TVQP problems. Although feasible, however, when subject to
large-scale online problems, these numerical algorithms may
not be adequately efficient for computation.

O(n2) operation algorithms have been proposed to over-
come the computational deficiency. Jakovetic et al. [20]
proposed an augmented Lagrangian gossiping method based
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on Lagrangian dual functions to solve cooperative convex
TVQP problems. Zhang et al. [21] proposed a Toeplitz scheme
for time-series Gaussian process regression of large data sets.
An O(n2) active set method was proposed by Gomez [22] to
solve related box-constrained TVQP problems. Nevertheless,
despite being computable problems, the computational time
is expensive. An O(n2)-operation algorithm requires more
than one and a half hours to invert a 100 000-dimensional
matrix [21]. Clearly, such performance is not satisfactory.

The recent resurgence of neural networks led to the pro-
posal of several neural-network-based approaches. Wang et al.
proposed a primal-dual neural network (PDNN) for solving
convex TVQP problems [23]–[26] and applied the network to
the kinematics resolution of robots [27]. Theoretical analy-
ses proved the global exponential convergence stability of
PDNN for tracking time-varying solutions of TVQP problems.
However, a complex projection function must be found when
designing and exploiting PDNN [27], which may increase the
difficulty in practical applications. A gradient neural network
(GNN) based on gradient descent was proposed to solve TVQP
problems [9]. GNN offers a simpler method for designing
the neural model, which is attached to a scalar-valued norm
energy function. Researchers have utilized GNN to solve
practical problems based on a convex TVQP framework [28].
However, when the task is time-varying, the traditional GNN
has difficulty tracking the theoretical solutions [29]. In other
words, residual errors always exist when the GNN is used to
solve time-varying problems [30]. Therefore, the GNN model
is more often applied to solving constant problems [31] rather
than time-varying problems.

B. Subtopic 2: Neural Model Design

Why choose a recurrent neural network (RNN) to handle
TVQP problems? An RNN [32]–[35] is a special type of neural
network that is good at processing sequence data, and its units
connect to form a directed loop. Generally, an artificial neural
network consists of multilayer neurons. A typical connection
model in a feedforward neural network has interconnection
only between layers and not between neurons in the same
layer. On this basis, an RNN combines the circular connection
of hidden layers to learn features and their dependencies
from sequential to temporal data [36]–[38]. Each individual
computing unit in an RNN hidden layer corresponds to the
state of a certain time node in the data, which could be a simple
neuron or a neuron layer of myriad gated control systems.
Moreover, each unit is sequentially connected through layers
that share parameters and is then propagated along with the
data sequence. This feature enables the current state of each
unit in an RNN to depend on its past state and thus has a
function similar to “memory,” i.e., the storage and processing
of long-term data signals [38]. Therefore, an RNN is suitable
for handling variable-length sequences and can theoretically
model any dynamic system, such as TVQP problems [39].

One of the classic RNNs, i.e., zeroing neural net-
work (ZNN), was proposed by Leung et al. [28] to
improve the performance of GNN for solving time-varying
problems [40]–[42]. ZNN tracks the optimal solutions of

time-varying problems through the utilization of derivative
information [43]. Many researchers have used the ZNN model
to handle time-varying problems. Xiao and Zhang [44] utilized
ZNN to address time-varying linear inequalities, and they
compared the convergence performance with that of GNN.
Comparisons of ZNN and GNN for solving time-varying
matrix equations were performed by Chen et al. [31]. The
global exponential convergence of ZNN for solving TVQP
problems was proved by Zhang and Li [45], and the robustness
performance of ZNN was theoretically proved and verified
through simulations by Zhang et al. [46]. The aforementioned
researchers and their research achievements have made con-
siderable contributions to the application of neural networks
to time-varying problems. However, when facing computa-
tionally large-scale situations, substantial time is required to
calculate the results. Zhang et al. [47] theoretically proved that
the residual errors of ZNN are upper bounded when solving
large-scale computations but cannot converge to zero. The
design parameter of ZNN must be set as large as possible
theoretical solutions must be tracked, which is clearly not
practical in real situations.

Under the aforementioned background, we aim to exploit
an effective computational method to solve TVQP prob-
lems. A novel power-type varying-parameter RNN (VPNN) is
designed and proposed in this paper to satisfy this high demand
requirement. A graphical representation of the development
of the VPNN model for solving TVQP problems constrained
by equality (TVQP-E) is shown in Fig. 1. First, the TVQP-
E problem is constructed and a series of optimizations are
performed. Specifically, the Lagrangian method [48] is imple-
mented to combine the objective function and constraints
of TVQP-E problems into a Lagrange function, which can
be rewritten in standard matrix form. A nonnegative slack
variable is introduced for TVQP problems constrained by
inequality (TVQP-I). On the basis of the Karush–Kuhn–Tucker
(KKT) conditions [49], the same matrix form as that of
TVQP-E can be obtained, and an important error function is
defined according to this matrix equation. An implicit neural
dynamics that contains a varying parameter is designed based
on our previous research [47] and inspired by GNN and
ZNN. In terms of the neural dynamics function, the block
diagram and the topological graph are thoroughly discussed for
the physical implementation of the proposed neural network.
In contrast to the existing ZNN model, which achieves only
an exponential convergence rate [44], [45], VPNN achieves
rapid convergence. Theoretical proofs demonstrate that the
convergence rate of VPNN is superexponential due to the
inclusion of the varying parameter, which will be discussed
in detail in Sections IV and V.

C. Subtopic 3: Applications to Robots

The application of neural networks in the control filed has
been studied for decades. With the prosperity of robotics
in recent years, increasingly advanced control algorithms are
needed for precise and flexible robot operations. RNN, which
possesses powerful computational capabilities, has become
one of the most important control methods [50].
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Fig. 1. Graphical representation of the development of the proposed VPNN model for solving TVQP-E.

Tang and Wang [51] utilized the PDNN method to solve
the kinematic control problem of redundant manipulators.
Zhang et al. [52] designed a repetitive motion planning (RMP)
scheme based on linear variational inequalities attached to
PDNN and applied the scheme to control a PUMA560 manip-
ulator. Furthermore, in terms of the RMP scheme, three
RNNs and three numerical methods were applied to a Kinova
manipulator in [6], proving the superiority of neural dynamics
methods. Li et al. [53] proposed a distributed RNN method
based on the Nash equilibrium for cooperative control of
robot manipulators. Jin et al. [54] studied the optimization of
the manipulability of redundant robot manipulators by using
neural dynamics, and they carefully compared the advantages
of feedforward neural networks, dual neural networks, and
other RNNs for solving robot control problems [55]. A fully
connected RNN model using multiobjective continuous ant
colony optimization was proposed in [56] for gait generation
of an NAO robot. For the control planning of parallel robots,
Chen and Zhang proposed an approach based on ZNN dynam-
ics to protect against the superposition of noise [16].

In view of the related work, a practical application of VPNN
for robot control is considered by referring to [43], [52]–[54],
and [58]. Specifically, given the position and orientation of a
robot manipulator, the possible joint angles and joint velocities
that could be used to obtain the given position and orientation
are calculated [57]. This problem is called kinematics, and the
task of motion planning of robot manipulators is constructed
under a TVQP framework; hence, the joint angles and the
joint velocities of the end-effector can be precisely solved by
the proposed VPNN. In this paper, an RMP scheme based
on the VPNN is proposed for the kinematics resolution of a
six degrees-of-freedom (DOF) Kinova JACO2 robot manipu-
lator. On the basis of the TVQP framework, the applications
verify the feasibility and effectiveness of the VPNN model,
and a practical experiment is conducted to help the readers
thoroughly understand the proposed method.

The remainder of this paper is organized as follows.
Section II presents the problem formulation of TVQP prob-
lems. In Section III, the VPNN model is proposed and ana-
lyzed, and the ZNN model is also presented for comparison.
The convergence performance of VPNN which is activated

by six commonly used activation functions is analyzed in
Section IV in detail. Computer simulations of VPNN for solv-
ing TVQP problems are presented in Section V. In Section VI,
we analyze the practical application of a robot tracking task by
using the VPNN model. Section VII presents the conclusion.

The main contributions of this paper are listed as follows.

1) A power-type VPNN is proposed to solve TVQP prob-
lems in real time.

2) To the best of our knowledge, this paper is the first time
that this type of neural model has been proposed to solve
TVQP-E and TVQP-I.

3) The exponential convergence performance of VPNN
with six commonly used activation functions is dis-
cussed and analyzed in detail. Mathematically, the resid-
ual errors of VPNN are proved converge to zero in a
superexponential manner.

4) Detailed comparative simulations of VPNN and the
state-of-the-art method confirm the superiority of the
proposed model.

5) A practical example of a robot tracking problem illus-
trates the effectiveness, accuracy, and practicability of
the proposed VPNN method.

II. PROBLEM FORMULATION

A. TVQP-E Problem

The standard form of the TVQP-E problem is described as

min
1

2
xT(t)Q(t)x(t) + PT(t)x(t)

s.t. A(t)x(t) = B(t) (1)

where vector x(t) ∈ R
n at time instant t ∈ [0,+∞) is

unknown and to be solved in real time, Q(t) ∈ R
n×n denotes

the positive-definite Hessian matrix, P(t) ∈ R
n denotes the

coefficient vector, A(t) ∈ R
m×n denotes full-rank coefficient

matrix, and B(t) ∈ R
n denotes a coefficient vector. Moreover,

coefficient matrices Q(t) and A(t) and vectors P(t) and B(t),
together with their time derivatives Q̇(t), Ȧ(t), Ṗ(t), and Ḃ(t),
are assumed to be known and smoothly time varying or can
be estimated accurately. To guarantee the uniqueness of the
solution, such a TVQP-E problem (1) should be strictly
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convex with positive-definite Q(t) ∈ R
n×n at any time instant

t ∈ [0,+∞) [49]. To obtain the solution to the TVQP-E
problem (1), a solution algorithm whose errors between the
optimal solution and the state solution converge to zero as t
approaches ∞ must be designed.

To solve the TVQP-E problem (1), a Lagrange form of this
problem is constructed as follows:

L(x(t), λ(t), t) = 1

2
xT(t)Q(t)x(t) + PT(t)x(t)

+λT(t)(A(t)x(t) − B(t)), t ∈ [0,+∞) (2)

where λ(t) ∈ R
m denotes the vector of the Lagrange

multiplier.
Lemma 1 (Lagrangian Multiplier): For the TVQP-E prob-

lem (1), in the case of the existence and continuity of
∂L(x(t), λ(t), t)/∂x(t) and ∂L(x(t), λ(t), t)/∂λ(t), the opti-
mum solutions will be obtained when the following two
equations are established:

∂L(x(t), λ(t), t)

∂x(t)
= Q(t)x(t) + P(t) + AT(t)λ(t) = 0 (3)

∂L(x(t), λ(t), t)

∂λ(t)
= A(t)x(t) − B(t) = 0. (4)

Proof: See [48].
The above two equations can be further rewritten into a

matrix form as follows:

W(t)Y(t) = G(t) (5)

where

W(t) :=
�

Q(t) AT(t)
A(t) 0m×m

�
∈ R

(n+m)×(n+m)

Y(t) :=
�

x(t)
λ(t)

�
∈ R

n+m

G(t) := �−P(t) B(t)
� ∈ R

n+m . (6)

W(t) and G(t) are a smoothly time-varying coefficient
matrix and vector due to the smoothness and continuation of
time-varying coefficient matrices Q(t) and A(t) and vector
B(t). Y(t) ∈ R

(n+m) denotes an unknown vector, and it needs
to be solved at any time instant t . According to Lemma 1,
solving the TVQP-E problem (1) is equivalent to solve the
matrix equation (5). Since this problem (1) is time varying
(i.e., the coefficient vectors and matrices are changing as time
t passes), the theoretical solutions will continuously change.
Moreover, to obtain a better understanding and comparison of
the proposed algorithm, the time-varying theoretical solution
can be written as

Y∗(t) = [x∗T(t), λ∗T(t)]T = W−1(t)G(t) ∈ R
n+m . (7)

B. TVQP-I Problem

Considering that the inequality constraint is involved in the
TVQP-E problem (1), i.e.,

min
1

2
xT(t)Q(t)x(t) + PT(t)x(t)

s.t. A(t)x(t) = B(t)

K(t)x(t) ≤ D(t) (8)

where K(t) ∈ R
m×n is a full-rank coefficient matrix, D(t) ∈

R
n denotes a coefficient vector, and other variable is consistent

with before. The above inequality-constrained problem is
called the TVQP-I problem.

On the basis of convex optimization [49], a nonnegative
slack term is introduced into the inequality in the constraint
of TVQP-I (8), i.e.,

K(t)x(t) + l2(t) − D(t) = 0 (9)

where vector l2(t) ∈ R
p is defined as l2(t) = l(t) � l(t) and

operator � denotes m � n = [m1n1, m2n2, . . . , mιnι] ∈ R
ι.

On the basis of [48], a Lagrange function is defined as
follows:

L(x(t), ja(t), jb(t), t)

= 1

2
xT(t)Q(t)x(t)

+PT(t)x(t)+jT
a (t)(A(t)x(t)−B(t))

+jT
b (t)(K(t)x(t) + l2(t) − D(t)) (10)

where ja(t) and jb(t) denote the vectors of the Lagrange
multiplier.

The KKT conditions are introduced for (10), i.e.,

Q(t)x(t) + P(t) + ja(t)AT(t) + jb(t)KT(t) = 0 (11)

A(t)x(t) − B(t) = 0 (12)

K(t)x(t) + l2(t) − D(t) = 0 (13)

jb(t) � l(t) = 0. (14)

The above equations can be formulated as a matrix form as
in (5), i.e.,

W(t)Y(t) = G(t) (15)

where

W(t) :=

⎡
⎢⎢⎣

Q(t) AT(t) KT(t) 0
A(t) 0 0 0
K(t) 0 0 l(t)

0 0 2l̃(t) j̃b(t)

⎤
⎥⎥⎦

Y(t) := [x(t) ja(t) jb(t) l(t)]T

G(t) := [−P(t) B(t) D(t) 0]T. (16)

Diagonal matrices l̃(t) and j̃b(t) are defined as follows:

l̃(t) =

⎡
⎢⎢⎢⎣

l1(t) 0 · · · 0
0 l2(t) · · · 0
...

...
. . .

...
0 0 · · · ln(t)

⎤
⎥⎥⎥⎦ (17)

j̃b(t) =

⎡
⎢⎢⎢⎣

jb1(t) 0 · · · 0
0 jb2(t) · · · 0
...

...
. . .

...
0 0 · · · jbn(t)

⎤
⎥⎥⎥⎦. (18)

Following the same procedure, the time-varying theoretical
solution of the TVQP-I problem (8) is:

Y∗(t) = [x∗T(t), λ∗T(t)]T = W−1(t)G(t) ∈ R
n+m . (19)

Therefore, the design process of the neural model for
solving TVQP-I problems follows the same procedure as that
used for TVQP-E problems.
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III. NEURAL MODELS

The design process of the proposed VPNN for solving
TVQP problems is discussed and analyzed in detail in this
section. For comparisons and illustration, the traditional ZNN
model is also presented.

A. VPNN Model

To obtain the optimum of matrix equations (5) and (15),
a vector-type error function is defined as

e(t) = W(t)Y(t) − G(t). (20)

According to our previous neural dynamic design experi-
ence [47], the negative time derivative of error function e(t) is
necessary to make this error function e(t) approach zero. For
this reason, a power-type varying-parameter neural dynamic
design formula is described as

ė(t) = de(t)
dt

= −(γ + tγ )�(e(t)) (21)

where γ > 0 denotes the constant scalar-valued design
parameter, and the design parameter γ +tγ is used to scale the
convergence rate of the formula. In contrast to the traditional
neural dynamic design approach, the design parameter γ + tγ

is a function of time t , and the approach is thus termed as a
varying-parameter neural dynamic design method. �(·) is the
activation-function processing array. In addition, each scalar-
valued processing unit φ(·) of activation-function processing
array �(·) should be a monotonically increasing odd activation
function. In this paper, six commonly used activation functions
are applied and analyzed, which are described as follows.

1) Linear-Type Activation Function (Abbreviated
AFlinear):

φ1(u) = u.

2) Power-Type Activation Function (Abbreviated
AFpower):

φ2(u) = uω withω > 1.

3) Bipolar-Sigmoid-Type Activation Function (Abbreviated
AFb-Sigmoid):

φ3(u) = (1 + exp(−μ))(1 − exp(−μu))

(1 − exp(−μ))(1 + exp(−μu))
withμ � 2.

4) Sinh-Type Activation Function (Abbreviated AFsinh):

φ4(u) = exp(u) − exp(−u)

2
.

5) Tanh-Type Activation Function (Abbreviated AFtanh):

φ5(u) = exp(u) − exp(−u)

exp(u) + exp(−u)
.

6) Tunable-Type Activation Function (Abbreviated
AFtunable):

φ6(u) = sigr (u) + sig(u) + sig
1
r (u)

Fig. 2. Block diagram of VPNN.

with r > 0 and r �= 1. Function sigr (u) is defined as

sigr (u) =
⎧⎨
⎩

|u|r , ifu > 0
0, if and only ifu = 0
−|u|r , ifu < 0

(22)

where |u| denotes the absolute value of u ∈ R.
Since the constant scalar-valued designed parameter γ > 0,

parameter (γ + tγ ) → +∞ when time t → +∞. The detailed
convergence proof is presented in Theorem 1.

Substituting (20) into (21), the implicit dynamic equation
of VPNN is shown as

W(t)Ẏ(t) = −(γ + tγ )�(W(t)Y(t) − G(t))
−Ẇ(t)Y(t) + Ġ(t) (23)

where Ẇ(t) = dW(t)/dt , Ẏ(t) = dY(t)/dt , and Ġ(t) =
dG(t)/dt . According to the previously mentioned definition
of Y(t) ∈ R

n+m , we have

Y(t) := [xT(t), λT(t)]T

= [x1(t), x2(t), . . . , xn(t), λ1(t), λ2(t), . . . , λm(t)]T

(24)

which is an unknown matrix and needs to be solved at any
time instant t . Moreover, the initial state of matrix Y(t) is set
as Y(0) ∈ R

n+m .
Since the designed parameter γ + tγ is changing with

time t , the model based on (23) is called a power-type
VPNN. The block diagram of VPNN, which can be physically
implemented for the neural network, is shown in Fig. 2.

Rewriting (23) leads to the following result:
Ẏ(t) = (I(t) − W(t))Ẏ(t) − Ẇ(t)Y(t)

−(γ + tγ ) · �(W(t)Y(t) − G(t)) + Ġ(t) (25)

where I(t) denotes the identity matrix.
The i th neural dynamics of VPNN (23) is

Ẏi =
n+m�
j=1

(Ii j − Wij )Ẏi −
n+m�
j=1

Ẇi j Y j − (γ + tγ )

·φ
⎛
⎝n+m�

j=1

Wij Y j − Gi

⎞
⎠+ Ġi (26)

where φ(·) is the scalar-valued processing unit of �(·).

Authorized licensed use limited to: Nanyang Technological University. Downloaded on June 17,2020 at 14:42:12 UTC from IEEE Xplore.  Restrictions apply. 



2424 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS, VOL. 30, NO. 8, AUGUST 2019

Fig. 3. Neural topological graph of VPNN.

Based on (26), the topological graph of VPNN (23) is shown
in Fig. 3.

B. ZNN Model

In the traditional neural dynamic design method, the design
parameter is set as a constant, i.e., it is fixed; thus, it is
called the fixed-parameter neural dynamic design method.
By omitting time term tγ , the VPNN (23) degrades into the
ZNN model, i.e.,

W(t)Ẏ(t) = −γ�(W(t)Y(t)−G(t))−Ẇ(t)Y(t)+Ġ(t) (27)

where the parameters are defined the same as those of VPNN.
Remark 1 (Difference Between VPNN and ZNN): Mathe-

matically, from (23) and (27), we state that the VPNN would
degrade into the ZNN when omitting time-varying parameter
tγ . The VPNN can be considered the general form of ZNN,
and ZNN can be considered as a particular case of VPNN with
t = 0. Such a difference leads to the following distinctions.

1) The design parameter of VPNN takes time variable t into
consideration, whereas ZNN does not. In other words,
the convergent parameter of the ZNN is fixed, while the
proposed VPNN is time varying.

2) Due to the influence of time-varying parameters,
the design parameter γ only needs to be set to a small
value, and the practical performance of the VPNN would
be good.

3) The theoretical analysis and mathematical proof show
that the robustness of the VPNN is much better than

that of ZNN. Specifically, when solving optimiza-
tion problems, the convergence rate of ZNN is expo-
nential, whereas the rate of the proposed VPNN is
superexponential.

IV. THEORETICAL ANALYSIS

In this section, the convergence performance of the VPNN
model is mathematically discussed and analyzed. In addition,
comparison results of convergence speed between the tradi-
tional ZNN and the proposed VPNN are illustrated. Note
that solving convex TVQP-E (1) and TVQP-I (8) problems
is equivalent to solving the matrix forms (5) and (15),
i.e., W(t)Y(t) = G(t). Discussing the solution to TVQP prob-
lems is equivalent to discussing the solutions to (5) and (15).

Theorem 1 (Global Convergence Theorem): Considering the
TVQP-E (1) and TVQP-I (8) problems, if a monotonically
increasing odd activation function array �(·) is used, then
the state variable Y(t) = [xT(t), λT(t)]T of the VPNN model
(23), starting from any initial state Y(0) ∈ R

n+m , globally
converges to the unique theoretical solution (19), i.e., Y∗(t) =
[x∗T(t), λ∗T(t)]T, as well as limt→+∞(Y(t) − Y∗(t)) = 0.
Furthermore, the theoretical solution x∗(t) to TVQP problems
is the first n elements of Y∗(t).

Proof: A Lyapunov function candidate is defined as

V(t) = �e(t)�2
2

2
= eT(t)e(t)

2
≥ 0 (28)

where e(t) is defined as e(t) = W(t)Y(t) − G(t) and � · �2
denotes the two norm of a vector. The time derivative of
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Lyapunov function V(t) is

V̇(t) = dV(t)

dt
= eT(t)

de(t)
dt

= eT(t)ė(t). (29)

Substituting (21) into (29), we have

V̇VP(t) = −(γ + tγ )eT(t)�(e(t))

= −(γ + tγ )

n+m�
i=1

ei (t)φ(ei (t)) (30)

where φ(·) denotes the element of activation function vector
�(·). Since γ > 0 and t > 0, the monotonic singular odd
activation function φ(·) guarantees the following conditions.

1) If ei (t) > 0 or ei (t) < 0, then ei (t)φ(ei (t)) > 0 and
V̇VP(t) < 0.

2) If and only if ei (t) = 0, then ei (t)φ(ei (t)) = 0 and
V̇VP(t) = 0.

According to [58], since Lyapunov candidate V(t) is
positive semidefinite and its derivative V̇(t) is negative def-
inite, we conclude that Y(t) − Y∗(t) converges to zero glob-
ally, i.e., x(t) − x∗(t) converges to zero. The proof is thus
completed.

Remark 2: For comparison, the differential form V̇Z(t) of
Lyapunov candidate V(t) of the ZNN model (27) is as follows:

V̇Z(t) = −γ eT(t)�(e(t)) = −γ

n+m�
i=1

ei (t)φ(ei (t)). (31)

It can be easily proven that V̇Z(t) � 0 and that the ZNN
model (27) is also convergent.

Theorem 2 (Convergence Time Theorem): Considering two
Lyapunov functions VA(t) and VB(t), if the time derivatives
of VA(t) and VB(t) (i.e., V̇A(t) and V̇B(t)) satisfy V̇A(t) −
V̇B(t) > 0, then the convergence time from the same initial
value eA(0) = eB(0) satisfies TA > TB. Moreover, the resid-
ual errors satisfy �eA(t)�2 > �eB(t)�2 for t ∈ (0,+∞).

Proof: According to the definition of the Lyapunov
function in Theorem 1, computing the residual error e(t)
is equivalent to computing the Lyapunov function V(t). To
facilitate the following discussion, a scalar-type Lyapunov
function of ei (t) is defined as vi (t) = e2

i (t)/2, where ei (t)
is the i th element of e(t).

Considering the same ei (t) of Lyapunov functions vA(t)
and vB(t) and the residual errors eA(t) and eB(t) with the
same starting point eA(0) = eB(0), there always exists
eA(ta1) = eB(tb1) = χ̃ and vA(ta1) = vB(tb1) = χ̃2/2.
In other words, considering eB at time instant tb1 is equivalent
to considering eA at time instant ta1. Under this condition,
we have

v̇A(t) − v̇B(t)

= −γ eA(ta1)φ(eA(ta1)) + �γ + tγb1

�
eB(tb1)φ(eB(tb1))

= tγb1χ̃φ(χ̃) > 0. (32)

It means that v̇A(ta1) > v̇B(tb1). In the next moment,
we have eA(ta2) = eB(tb2) = χ̃ 
 and vA(ta2) = vB(tb2) =
(χ̃ 
)2/2 = χ̃2/2+�χ̃ , where �χ̃ → 0 is the step length from
χ̃2/2 to (χ̃ 
)2/2. Due to v̇B(t)− v̇A(t) > 0, the time cost from
χ̃2/2 to (χ̃ 
)2/2 satisfies ta2 − ta1 = �tA > tb2 − tb1 = �tB.

The convergence time from the same initial value v(0) to
v(t) possesses the following relationship:� v(t)

v(0)
�tA = TA > TB =

� v(t)

v(0)
�tB. (33)

That is, when eA(t) = eB(t), the convergence time TA >
TB. In other words, the residual errors satisfy eB(t) > eA(t)
when they work with the same length of time. With eA(0) =
eB(0) = 0, we can conclude that

�eA(t)�2 > �eB(t)�2∀t > 0. (34)

The proof is thus completed.
Theorem 3 (Residual Error Theorem): Considering the

TVQP-E (1) and TVQP-I (8) problems, assuming that
ZNN (27) and VPNN (23) have the same initial state (i.e.,
the same parameter and starting point), the residual error of
VPNN is always smaller than that of ZNN when they are
applied to solving (5) and (15), as well as the TVQP-E (1)
and TVQP-I (8) problems.

Proof: Based on Theorems 1 and 2, considering the
same ei (t) of Lyapunov functions vZ(t) and vVP(t) that are
starting from the same initial state ei (0), there exists eZ(tc1) =
eVP(td1) = χ and vZ(tc1) = vVP(td1) = χ2/2, where eZ(tc1)
and eVP(td1) denote the residual errors ei (t) solved by ZNN
and VPNN, respectively. Then, we have v̇Z(t) − v̇VP(t) =
tγd1χφ(χ) > 0, which means that v̇Z(tc1) > v̇VP(td1), and the
time cost from χ2/2 to (χ 
)2/2 satisfies tc2 − tc1 = �tZ >
td2 − td1 = �tVP. After integration, the convergence time
from the same initial value vi (0) to vi (t) satisfies TZ > TVP,
∀i ∈ {1, 2, . . . , m + n}.

That is, when eZ(t) = eVP(t), the convergence time of
VPNN is shorter than that of ZNN. In other words, eZ(t) is
always greater than eVP(t) when they work with the same
length of time. With eZ(0) = eVP(0), we can conclude that
�eZ(t)�2 > �eVP(t)�2 for t ∈ (0,+∞), which indicates that
the residual error ei (t) of VPNN is always smaller than that
of ZNN. The proof is thus completed.

Theorem 4 (Convergence Theorem With AFlinear): Con-
sidering (5) and (15), by using VPNN (23) with a linear
activation function φ1(u) = u, the state vector Y(t) converges
to the theoretical solution Y∗(t) = [x∗(t), λ∗(t)]T with a
superexponential convergence rate.

Proof: First, for comparison, the deviation vector Ỹ(t) =
Y(t) − Y∗(t) is defined, and the relationship between �Ỹ(t)�2
and �e(t)�2 is presented. According to the matrix theory [59],
we have�

λmin((WT(t)W(t))�Ỹ(t)�2 � �W(t)Ỹ(t)�2 (35)

where λmin((WT(t)W(t)) is positive and denotes the minimum
eigenvalue of (WT(t)W(t)) if W(t) is a real matrix. The
relationship between �Ỹ(t)�2 and �e(t)�2 is

�Ỹ(t)�2 � �W(t)Ỹ(t)�2�
λmin(WT(t)W(t))

= �W(t)(Y(t) − Y∗(t))�2�
λmin(WT(t)W(t))

= �e(t)�2�
λmin(WT(t)W(t))

. (36)
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The i th scalar-type formula of VPNN (23) with AFlinear
φ1 is

ėi (t) = dei (t)

dt
= −(γ + tγ )ei (t). (37)

Based on the differential equation theory in [60], the solu-
tion to (37) is

ei (t) = ei (0) exp

�
−
�

γ t + 1

γ + 1
tγ+1

��
(38)

where i = 1, 2, 3, . . . , n + m.
The vector-type solution is defined as

e(t) = e(0) exp

�
−
�

γ t + 1

γ + 1
tγ+1

��
. (39)

According to (36) and (39), the following inequality can be
obtained:

�Ỹ(t)�2 � �e(t)�2�
λmin(WT(t)W(t))

=

�����n+m�
i=1

e2
i (0) exp

�
−2
�
γ t + 1

γ+1 tγ+1
��

λmin(WT(t)W(t))
. (40)

Therefore, we have

lim
t→+∞ �Ỹ(t)�2 = 0. (41)

That is, Ỹ(t) globally converges to zero with a superexpo-
nential convergence rate, and the state solution Y(t) converges
to the unique theoretical solution Y∗(t) when t → +∞. The
proof is thus completed.

Theorem 5 (Convergence Theorem With AFpower): Con-
sidering (5) and (15), by using VPNN (23) with a power
activation function φ2(u) = uω (where ω is odd and ω > 1),
the state vector Y(t) converges to the theoretical solution
Y∗(t) = [x∗(t), λ∗(t)]T with a superexponential convergence
rate when |e(t)| ≥ 1 (where | · | denotes the absolute value).

Proof: Substituting AFpower φ2 = uω into (21) and
integrating with time t , the solution to VPNN with AFpower
φ2 is formulated as

e(t) =
�

(1−ω)

�
−γ t− 1

γ + 1
tγ+1

�
+e1−ω(0)

� 1
1−ω

. (42)

Based on (36), we have �Ỹ(t)�2 �
�e(t)�2/(λmin(WT(t)W(t)))1/2, which means that �Ỹ(t)�2 has
an upper bound via using VPNN (23). Since ω > 1, we have
(1 − ω) < 0 and (1/(1 − ω)) < 0. When time t → +∞,
the first term of (42), i.e., (1−ω)(−γ t − (1/γ +1)tγ+1), also
approaches +∞. Hence, with (1/1 −ω) < 0, each element of
e(t) will converge to zero, which makes �e(t)�2 and �Ỹ(t)�2
approach zero.

To prove the superexponential convergence, a Lyapunov
function candidate is defined as

V(t) = �e(t)�2
2

2
= eT(t)e(t)

2
� 0. (43)

The time derivative of V(t) is

V̇(t) = dV(t)

dt
= eT(t)

de(t)
dt

= eT(t)ė(t). (44)

Substituting (21) into (44), with AFpower φ2(ei (t)) =
(ei (t))ω, we have

V̇pow(t) = −(γ + tγ )

n+m�
i=1

ei (t)φ(ei (t))

= −(γ + tγ )

n+m�
i=1

eω+1
i (t). (45)

According to (30), with linear activation φ1(ei (t)) = ei (t),
we can obtain the time derivative of V(t) with AFlinear, i.e.,

V̇lin(t) = −(γ + tγ )

n+m�
i=1

e2
i (t). (46)

In the case of |e(t)| ≥ 1 with ω + 1 ≥ 2, we have
V̇pow(t) ≤ V̇lin(t) ≤ 0 with the same ei (t) of using AFpower
and AFlinear.

According to Theorem 2, the VPNN with AFpower pos-
sesses better convergence performance than that with AFlinear.
Since the superexponential convergence of VPNN with
AFlinear has been proved, VPNN with AFpower φ2(ei (t)) =
(ei (t))ω (where ω is odd and ω > 1) also achieves
superexponential convergence performance. The proof is thus
completed.

Theorem 6 (Convergence Theorem With AFb-Sigmoid):
Considering (5) and (15), by using VPNN (23) with a bipolar-
sigmoid activation function φ3(u) = (1 + exp(−μ))(1 −
exp(−μu)/(1−exp(−μ))(1+exp(−μu), the state vector Y(t)
converges to the theoretical solution Y∗(t) = [x∗(t), λ∗(t)]T

with a superexponential convergence rate when μ ≥ 2 and
1 ≥ |e(t)| ≥ 0.

Proof: First, according to (36), we have �Ỹ(t)�2 ≤
�e(t)�2/(λmin(WT(t)W(t)))1/2, which means that �Ỹ(t)�2 has
an upper bound via using VPNN (23).

Second, with the b-sigmoid activation function, we have

ėi (t) = dei (t)

dt
= −(γ + tγ )φ3(ei (t))

= −(γ + tγ )
(1 + exp(−μ))(1 − exp(−μei (t)))

(1 − exp(−μ))(1 + exp(−μei (t)))
. (47)

Based on [60], the vector form of solutions to (47) is

e(t) = 1

μ
ln

⎛
⎝1 + 1

2C1
exp(−μϒ�)

± 1

2

 �
1

C1
exp(−μϒ�) + 2

�2

− 4

⎞
⎠ (48)

where ϒ = �1 + exp(−μ))/(1 − exp(−μ)), � = tγ+1/(γ +
1) + γ t , and C1 = 1/(exp(με(0)) + exp(−με(0)) − 2) is a
constant term associated with initial value e(0).

From (36) and (48), we find that the upper bound of �Ỹ(t)�2
is determined by � .

Since γ > 1, when t → +∞, � will approach +∞.
Therefore, each element of e(t) in (48) will converge to zero,
which makes �e(t)�2 and �Ỹ(t)�2 in (36) approach zero.

Third, to prove the superexponential convergence rate
with the same ei (t) when using AFlinear and AFb-sigmoid,
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the error between the time derivatives of the Lyapunov candi-
dates is obtained as

V̇bps(t) − V̇lin(t)

= −(γ +tγ )

n+m�
i=1

ei (t)

�
ϒ

1−exp(−μei (t))

1+exp(−μei (t))
−ei (t)

�
. (49)

For simplicity and further discussion, the last term of (49)
is defined as

HA(ei (t)) = ϒ
1 − exp(−μei (t))

1 + exp(−μei (t))
− ei (t). (50)

Considering 1 ≥ |ei (t)| ≥ 0, the derivative of function
HA(ei (t)) is described as

dHA(ei (t))

dei (t)
= dφ(ebpsi (t))

dei (t)
− dφ(elini (t))

dei (t)

= 2ϒμ exp(−μei (t))

(1 + exp(−μei (t)))2 − 1 (51)

where ϒ = (1 + exp(−μ))/(1 − exp(−μ)), φ(eposi (t)) and
φ(elini (t)) denote AFb-sigmoid and AFlinear activation units,
respectively. Since 1/ exp(μei (t)) + exp(μei (t)) ≥ 2, as long
as μ > 2 and ϒ > 1, the derivative of function HA(ei (t))
is nonnegative when ei (t) ∈ [0, ϑ] and negative when ei (t) ∈
(ϑ, 1], where ϑ = ln(2(ϒμ − 1) ± (4ϒμ(ϒμ − 2))1/2)/2 is
the point when ḢA(ei (t)) = 0. HA(ei (t)) will approach the
minimum value when ei (t) = 0 and ei (t) = 1, i.e., HA(0) =
HA(1) = 0, and in other cases HA(ei (t)) > 0. Therefore,
HA(ei (t)) ≥ 0, ∀t > 0. Since 1 ≥ |ei (t)| ≥ 0, we have
ei (t)HA(ei (t)) ≥ 0.

Similarly, according to the definitions of ei (t) and φ(ei (t))
in Theorem IV, we can draw the same conclusion when
ei (t) < 0. Hence, the following holds.

1) V̇bps(t)−V̇lin(t) = 0, if |ei (t)| = 0,∀i = 1, 2, . . . , n+m.
2) V̇bps(t)−V̇lin(t) < 0, if |ei (t)| �= 0, ∃i = 1, 2, . . . , n+m.
According to Theorem 2, the convergence performance of

VPNN with AFb-sigmoid is better than that with AFlinear.
In addition, from (36), �Ỹ(t)�2 converges to zero with super-
exponential convergence speed when 1 ≥ |e(t)| ≥ 0.The proof
is thus completed.

Theorem 7 (Convergence Theorem With AFsinh): Consid-
ering (5) and (15), by using VPNN (23) with a sinh activa-
tion function array φ4(u) = (exp(u) − exp(u))/2, the state
vector Y(t) converges to the theoretical solution Y∗(t) =
[x∗(t), λ∗(t)]T with a superexponential convergence rate.

Proof: First, the i th scalar-type formula of VPNN dynamic
designed formula (23) with AFsinh is written as

ėi (t) = dei (t)

dt
= −(γ + tγ )φ4(ei (t))

= −(γ + tγ )
exp(e(t)) − exp(−e(t))

2
. (52)

Based on the differential theory in [60], the solution to (52)
is

e(t) = ln

�
−C2 + exp(−�)

C2 − exp(−�)

�
(53)

where � = tγ+1/(γ + 1) + γ t and C2 =
(exp(e(0)) + 1

�
/(exp(e(0)) − 1) is a constant term

associated with initial value e(0). According to (36), we have
�Ỹ(t)�2 ≤ �e(t)�2/(λmin(WT(t)W(t)))1/2, which means
that �Ỹ(t)�2 has an upper bound via using VPNN dynamic
design formula (23). When time t → +∞, since γ > 1,
� = tγ+1/(γ + 1) + γ t also approaches +∞. Then, each
element of e(t) will converge to zero, which makes �e(t)�2
and �Ỹ(t)�2 approach zero.

Second, to prove the superexponential convergence of
VPNN, the error between the time derivative of the Lyapunov
candidate with AFlinear and AFsinh is obtained as

V̇sin(t) − V̇lin(t)

= −(γ + tγ )

n+m�
i=1

ei (t)

�
exp(ei (t))−exp(−ei (t))

2
−ei (t)

�
.

(54)

For simplicity and further discussion, the last term of (54)
is defined as

HB(ei (t)) = exp(ei (t)) − exp(−ei (t))

2
− ei (t). (55)

Considering ei (t) > 0, the derivative of function
HB(ei (t)) is

dHB(ei (t))

dei (t)
= dφ(esini (t))

dei (t)
− dφ(elini (t))

dei (t)

= 1

2
exp(ei (t)) + exp(−ei (t))) − 1

= 1

2

�
exp(ei (t)) + exp(−ei (t))

− 2 exp

�
ei (t)

2

�
exp

�
−ei (t)

2

��
(56)

where φ(εsini (t)) and φ(εlini (t)), respectively, denote AFsinh
and AFlinear activation units. According to inequality x2 +
y2 ≥ 2xy, the derivative of function HB(εi (t)) is positive, i.e.,

dHB(ei (t))

dei (t)
= 1

2
(exp(ei (t)) + exp(−ei (t))) − 1 ≥ 0. (57)

HB(ei (t)) will approach the minimum value when ei (t) = 0,
i.e., HB(0) = 0, which means that HB(ei (t)) ≥ 0, ∀t > 0.
Since ei (t) > 0, we have ei (t)HB(ei (t)) ≥ 0.

Similarly, according to the definitions of ei (t) and φ(ei (t))
in Theorem IV, we can draw the same conclusion when
ei (t) < 0, and the similar process is omitted.

Therefore, the following holds.

1) V̇sin(t)−V̇lin(t) = 0, if |ei (t)| = 0,∀ i = 1, 2, . . . , n+m.
2) V̇sin(t)−V̇lin(t) < 0, if |ei (t)| �= 0, ∃ i = 1, 2, . . . , n+m.

According to Theorem IV, the convergence performance
of VPNN with AFsinh is better than that with AFlinear.
From (36), we state that �Ỹ(t)�2 converges to zero with
superexponential convergence. The proof is thus completed.

Theorem 8 (Convergence Theorem With AFtunable): Con-
sidering (5) and (15), by using VPNN (23) with tunable
activation function φ6(u) = sigr (u)+sig(u)+sig

1
r (u), the state

vector Y(t) converges to the theoretical solution Y∗(t) =
[x∗(t), λ∗(t)]T with finite-time convergence property.
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Proof: If the maximum element value ei (t) of the residual
error converges to zero, then the residual error e(t) will
converge to zero, i.e., the state vector Y(t) converges to the
theoretical solution Y∗(t) = [x∗(t), λ∗(t)]T. Therefore, a Lya-
punov function of the maximum value of e(t) with AFtunable
φ6 is defined as VT = σ 2/2, where σ = max1�i�n+m{ei (t)}.
The derivative of VT is described as

VT = σ σ̇

= −(γ + tγ )σ (sigr (σ ) + sig(σ ) + sig
1
r (σ ))

� −3(γ + tγ )σmin{sigr (σ ), sig(σ ), sig
1
r (σ )}

= −3(γ + tγ )σmin{σ r , σ, σ
1
r }

= −3(γ + tγ )(2VT )
1
2 min{(2VT )

r
2 , (2VT )

1
2 , (2VT )

1
2r }.
(58)

According to the definition of the tunable action function,
the following two cases should be discussed with r > 0 and
r �= 1.

1) When 0 < r < 1, i.e., min{(2VT )
r
2 , (2VT )

1
2 , (2VT )

1
2r }

= (2VT )
r
2 , then (58) is

V̇T � −3(γ + tγ )(2VT )
r+1

2 . (59)

VT � 0 and V̇T � 0 (if and only if VT = 0,
V̇T = 0). According to [58], the state vector Y(t) of
VPNN (23) globally converges to the theoretical solution
Y∗(t) when 0 < r < 1. The finite time can be obtained.
By integrating (59) with time t , the following result is
obtained:

VT =
⎧⎨
⎩

� 1

2

�
�a(t)

� 2
1−r if0 � t � ta

= 0 ift > ta
(60)

where �a(t) = (1 − r)(−3tγ+1/2(γ + 1) − (3γ t/2)) +
e1−r (0) and ta is defined as the time at which con-
vergence is achieved. The solution to �a(t) = 0,
i.e., �a(ta) = (1 − r)(−3tγ+1

a /2(γ + 1) − (3γ ta/2)) +
e1−r (0) = 0.

2) When r > 1, then min{(2VT )
r
2 , (2VT )

1
2 , (2VT )

1
2r } =

(2VT )
1
2r , and (58) is

V̇T � −3(γ + tγ )(2VT )
r+1
2r . (61)

Similarly, we have VT � 0 and V̇T � 0 (if and only if
VT = 0, V̇T = 0). According to [58], the state vector
Y(t) of VPNN (23) globally converges to the theoretical
solution Y∗(t) when r > 1. The finite time can be
obtained as follows. By integrating (61) with time t ,
the following result is obtained:

VT =
⎧⎨
⎩

� 1

2
(�b(t))

2r
r−1 if0 � t � tb

= 0 ift > tb
(62)

where �b(t) = (r −1)(−3tγ+1/2(γ +1)−(3γ t/2))/2r +
e1−r (0), and tb is defined as the time at which conver-
gence is achieved, as well as the solution to �b(t) = 0,
i.e., �b(tb) = (r −1)(−3tγ+1

b /2(γ +1)−(3γ tb/2))/2r +
e1−r (0) = 0.

In conclusion, when using AFtunable φ6(e(t)), the upper
bound of the convergence time of VPNN is

tVP =
!

ta for0 < r < 1

tb forr > 1.
(63)

Note that if r = 1, the AFtunable φ6(e(t)) will degrade into
the AFlinear φ7(e(t)) = 3e(t).

On the basis of [61], the upper bound of the convergence
time tZ with ZNN is

tZ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(e(0))1−r

γ (1 − r)
for0 < r < 1

r(e(0))
r−1

1

γ (1 − r)
forr > 1.

(64)

Substituting tZ into �a(t) and �b(t), the following inequal-
ities are obtained:

�a(tZ) = −3

2
(1 − r)

�
γ tZ + tγ+1

Z

γ + 1

�
+ e1−r (0)

= −3

2
(1 − r)

tγ+1
Z

γ + 1
< 0

�b(tZ) = −3

2
(r − 1)

�
γ tZ + tγ+1

Z

γ + 1

�
+ e1−r (0)

= −3

2
(1 − r)

tγ+1
Z

γ + 1
< 0. (65)

Evidently, V̇T � 0 cannot be achieved with �a(t) < 0 and
�b(t) < 0, which means that if t = tZ, then �a(t) = 0, �b(t) =
0, and V̇T = 0, i.e., ta < tZ and tb < tZ. Since tZ is finite-
length time, the state vector Y(t) of VPNN (23) converges to
the theoretical solution with finite-time convergence property.
The proof is thus completed.

V. SIMULATION VERIFICATIONS

In this section, comparative simulations are conducted to
verify the effectiveness of the proposed VPNN for solving
TVQP problems. For comparison, the simulation results of
the same TVQP problems solved by ZNN are also presented.

The simulations are performed with MATLAB R2017b on
a MacBook Pro (2017) with an Intel Core i7 CPU at 2.8 GHz
with 16 GB of 2133-MHz LPDDR3 RAM.

Taking the following TVQP-E problem as an example, i.e.,

min
1

2
xT(t)Q(t)x(t) + PT(t)x(t)

s.t. A(t)x(t) = B(t) (66)

where

Q(t) :=
#

sin 2t + 2 cos 2t

cos 2t sin 2t + 2

$

P(t) :=
�

sin 3t
cos 3t

�

A(t) := [sin 4t, cos 4t]
B(t) := cos 5t

x(t) := [x1(t), x2(t)]T. (67)
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Fig. 4. Residual errors �W(t)Y(t) − G(t)�2 when VPNN (dashed line) and
ZNN (solid line) are used to solve the TVQP-E problem (66) with different
activation functions during t ∈ [0, 10]. (a) AFlinear. (b) AFpower. (c) AFb-
sigmoid. (d) AFsinh. (e) AFtanh. (f) AFtunable.

Based on (5), the simplified form is rewritten as

W(t)Y(t) = G(t) (68)

where

W(t) :=
⎡
⎣sin 2t + 2 cos 2t sin 4t

cos 2t sin 2t + 2 cos 4t
sin 4t cos 4t 0

⎤
⎦

Y(t) := [x1(t), x2(t), λ(t)]T

G(t) := [− sin 3t,− cos 3t, cos 5t]T. (69)

A. Experiment 1: Residual Errors With Activation Functions

To verify the generality of applications with different types
of activation functions, the simulations of the TVQP problem
(66) solved by VPNN and ZNN with six activation functions
are illustrated in Fig. 4.

First, from the state curves of VPNN (i.e., dashed lines)
in Fig. 4(a)–(f), we find that during t ∈ [0, 10], all the state
variables Y(t) converge to the theoretical solution, i.e., Y(t)−
Y∗(t) converges to zero. This result verifies the proposed
global convergence Theorem 1. Second, by comparing the
dashed and solid lines, we find that the dashed lines approach
the t-axis earlier than do the solid lines. That is, comparison of
the convergence time of VPNN with that of ZNN when using

Fig. 5. Residual errors �W(t)Y(t) − G(t)�2 when VPNN with six different
activation functions are used to solve the TVQP-E problem (66) with different
design parameters γ . AFlinear (red solid line), AFpower (orange dashed-
dotted line), AFbipolar-sigmoid (maroon dashed line), AFsinh (olive dotted
line), AFtanh (magenta dashed line), and AFtunable (cyan dashed-dotted line).
(a) γ = 1. (b) γ = 5. (c) γ = 10. (d) γ = 15.

TABLE I

TIME COST WHEN ERRORS REACH 0.2 WITH DIFFERENT γ

the six activation functions shows that the convergence time
of the residual errors of VPNN is shorter than that of ZNN.
This result validates Theorem 3, as well as the effectiveness,
accuracy, and fast convergence performance of the proposed
VPNN for solving TVQP problems.

B. Experiment 2: Residual Error With Different
Parameter γ

In actual applications, the convergence performance can
be further improved by increasing the design parameter γ .
To illustrate this point, we monitor the residual errors
�W(t)Y(t)−G(t)�2 during the process of solving the TVQP-E
problem (66) with the VPNN model with γ = 1, 5, 10, 15.
As shown in Fig. 5, all the residual errors synthesized by
VPNN with different activation functions converge rapidly,
and the convergence time of the residual errors decreases
as γ increases. Table I quantitatively shows the specific
convergence time with different γ values. Note that AFsinh
and AFtunable have excellent performance, and the time cost
is less than 0.13 s when γ > 5. The simulation results further
verify Theorems 4–8.
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Fig. 6. Simulation results of VPNN and ZNN for solving the high-
dimensional TVQP-E problem. Red dotted curves denote the entry trajectories
of the theoretical solution. Blue solid curves denote the solution computed
when using ZNN. Black solid curves denote the solution computed when
using VPNN. (a) ZNN with five dimensions, n = 5. (b) ZNN with
15 dimensions, n = 15. (c) VPNN with five dimensions, n = 5. (d) VPNN
with 15 dimensions, n = 15. (e) Residual errors for five dimensions, n = 5.
(f) Residual errors for 15 dimensions, n = 15.

C. Experiment 3: High-Dimensional Cases

High-dimensional situations are common in actual appli-
cations. Therefore, the analysis of different dimensions n of
time-varying coefficients W(t) and G(t) is necessary.

Suppose that the time-varying Toeplitz matrix, which is
a diagonal-constant matrix, is obtained from the TVQP-E
problem (66). The specific matrix W(t) is⎡

⎢⎢⎢⎢⎢⎣

W1(t) W2(t) W3(t) · · · Wn(t)
W2(t) W1(t) W2(t) · · · Wn−1(t)
W3(t) W2(t) W1(t) · · · Wn−2(t)

...
...

...
. . .

...
Wn(t) Wn−1(t) Wn−2(t) · · · W1(t)

⎤
⎥⎥⎥⎥⎥⎦

(70)

where vector WI(t) = [W1(t), W2(t), W3(t), . . . , Wn(t)]T ∈
R

n×1 denotes the first column of matrix W(t) (70).
Let the initial W1(t) = sin t + 5 and W�(t) = cos t/(� −

1) (� = 2, 3, . . . , n). Vector G(t) ∈ R
n×1 is

[sin 4t sin (4t + π/2) sin (4t + [(n − 1)π]/2)]T. (71)

The entry trajectories of the theoretical solution W−1(t)G(t)
with dimensions n = 5 and n = 15 are shown in Fig. 6(a)–(d),

Fig. 7. Simulation results of a Kinova JACO2 manipulator for tracking a
butterfly path via VPNN. (a) Tracking trajectories of the links. (b) Expected
path and actual trajectories.

Fig. 8. Important variables during the task tracking period when the Kinova
manipulator tracks a butterfly path via VPNN. (a) End-effector position.
(b) Joint angles θ . (c) Joint-angle velocity θ̇ . (d) Position error.

respectively, show the convergence of the computed solutions
for solving TVQP problems with five and 15 dimensions.
We can clearly see from Fig. 6(a)–(d) that the convergence
performance of VPNN remains excellent when facing such
large-scale cases. However, the results of ZNN are not that
satisfactory. The convergence curves of ZNN are “confused,”
which means that the residual errors of ZNN are larger than
those of VPNN during convergence. Fig. 6(e) and (f) presents
the residual errors which quantitatively illustrate the conver-
gence times of ZNN and VPNN and verify the effectiveness
of VPNN for solving large-scale TVQP problems.

VI. APPLICATIONS TO ROBOTS

In this section, the proposed VPNN model is applied to
the inverse kinematics motion planning problem of a Kinova
JACO2 manipulator with six DOF. For such a robot, the joint
vector is generally written as θ = [θ1, θ2, θ3, θ4, θ5, θ6]T ∈ R

6.
The desired path of the end-effector is a complex butterfly. Due
to the nonlinearity of redundant robot manipulators, the posi-
tion and orientation of the end-effector are difficult to obtain
through forward kinematics [16], [53], [55]. According to the
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Fig. 9. Experimental process of a Kinova JACO2 manipulator for tracking a butterfly path controlled by VPNN.

inverse kinematics theory, which is a fundamental problem in
the practical use of robot manipulators [57], the relationship
between the end-effector velocity ṙ(t) and the joint velocity
θ̇ (t) can be described as

J(θ(t))θ̇ (t) = ṙ(t) (72)

where J(θ) ∈ R
2×6 is the Jacobian matrix defined as J(θ) =

∂F(θ)/∂θ and F(θ) is the forward kinematics mapping.
m = 3 denotes the spatial dimension of the end-effector and
n = 6 denotes the six links. Considering RMP with the joint
velocity limit of the robot manipulator, a TVQP problem can
be introduced on the basis of [26] and [52], i.e.,

min
1

2
�R(t) + θ̇ (t)�2

2

s.t. J(θ(t))θ̇ (t) = ṙ(t) + 
(r(t) − F(θ)) (73)

where R(t) = �(θ(t) − θ(0)) with parameter � > 0, which
denotes the criterion of RMP, is the magnitude of joint
drift between joint θ(t) and initial joint θ(0). 
(t) denotes
the feedback control matrix. The above QP problem can be
rewritten as a matrix equation as in (5) and (15). Therefore,
motion planning can be achieved by using the proposed VPNN
model.

The simulation results of the Kinova JACO2 manipulator for
tracking a butterfly path via VPNN are shown in Figs. 7 and 8.
Specifically, Fig. 7(a) illustrates the motion trajectories of the
links of the manipulator. Fig. 7(b) illustrates the expected
path and actual trajectories, which demonstrates that the actual
trajectories are well matched with the expected path, and the
end-effector task is completed satisfactorily. Snapshots of the
physical experiment with a practical Kinova JACO2 manipu-
lator are shown in Fig. 9, which shows that the end-effector
is well finished. Fig. 8(a) and (b) shows the end-effector

position, joint angles, joint-angle velocities, and end-effector
position errors when the manipulator is tracking a butterfly
task. As shown in Fig. 8, the joint angles and velocities are
all smooth, and the end-effector position errors are within
[−1.5 × 10−3, 0.5 × 10−3].

In summary, this application to the kinematics control of
six-DOF robot manipulators demonstrates the effectiveness of
the proposed VPNN model (23) in solving TVQP problems
and in an application to a robot motion planning problem.

VII. CONCLUSION

In this paper, a power-type VPNN is proposed for solving
TVQP problems. The state solutions with the VPNN model
can converge to the theoretical solutions efficiently and exactly
with a superexponential convergence rate. Theoretical analysis
and simulation comparisons both prove that the proposed
VPNN possesses better convergence performance than the tra-
ditional ZNN model. The illustrative example results demon-
strate the advantages of the VPNN. Moreover, the application
to a robot motion planning problem further verifies the practi-
cability, effectiveness, efficiency, and accuracy of the VPNN.
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